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Abstract. With the cybersecurity systems’ growing dependence on ma-
chine learning models, it is important to understand how an individual,
organization, or government may take advantage of, or deceive, these
models. In order to build models that are robust against adversarial
methods, we must first understand adversarial techniques. This area of
research is known as adversarial learning, and it has seen massive growth
over the last 15 years. Adversarial learning research is critical to the cy-
bersecurity domain. With the increase in machine learning used in mal-
ware detection, an arms race between adversaries and network defenders
has emerged. Adversarial learning on malware focuses on how malware
can deceive malware detection models, and how malware detection mod-
els can be built against deception. The three sections of adversarial learn-
ing are knowledge, space, and strategy. Knowledge describes how much
an adversary knows about the target system. Space refers to where the
adversary is making their attack. Strategy refers to when the adversary
is making their attack. Adversarial learning on malware has succeeded
on a wide range of malware types that target many systems.

1 Definition

Adversarial learning on malware is the study of methods that force a malware
detection predictive model to mis-classify malware as benign. This area includes
developing malware predictive models that are robust against adversarial tech-
niques.

2 DMotivation and Background

Perhaps the most obvious weakness of data science is the relationship between
the predictive model and the training data. All predictive models are depen-
dent on their training set, and small differences made to known data can yield
incorrect predictions (Jo & Bengio 2017). In the context of malware detection,
small changes can be made to malware with the intent of the malware being
misclassified by a detection model. Although adversarial learning was thought
to only be science fiction (Stephenson & Daéniell 1992), it became reality in 2004
when Dalvi et al. (2004) evaded linear classifiers designed to detect spam through
simple evasive tactics. Dalvi et al. (2004) also proposed a spam classifier based
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on an adversarial strategy. The study of adversarial learning grew from there,
and now encompasses all learning in cyberspace (Lowd & Meek 2005a,b, Fogla
et al. 2006). Since then, the adversarial learning domain has evolved from linear
classifiers to evading deep learning algorithms (Biggio & Roli 2018).

The motivation behind studying adversarial learning is for better protection.
To create machine learning models that are robust against evasive techniques one
must research and be well versed in the field of adversarial learning. It has been
shown that many critical machine learning systems, such as road sign reading
systems, can be rendered useless through adversarial techniques (Gu et al. 2017).
Adversarial learning can be seen as two sides of a coin. One side is the adversary
side, that is trying to infiltrate a network. The other side is the defending side,
those who are tasked with protecting a network.

For an adversary, their goal is to cause a machine learning model to make
a specific prediction or classification regarding their malware. The adversaries
purpose would fall into one of the three categories of the CIA triad: Confiden-
tiality, in which the adversary is trying to learn private information about the
machine learning model being used to defend the target; Integrity, where the ma-
chine learning model defending the target is made to wrongly predict or classify
specific or all inputs; or Availability, which causes the machine learning model
to no longer be available for regular use (Rosenberg et al. 2020).

For those defending a network, in order to keep their primary goal of keep-
ing the network they are defending secure and reliable, they cannot allow any
adversaries to successfully evade their system. The second goal of those who are
tasked with defending a network is privacy, because an adversary may try to
attack the model with the intent of reverse-engineering the training data (Song
et al. 2019). These two goals are met in two ways: developing new adversarial
techniques, and proposing models that can “see through” those adversarial tech-
niques. Those researching defense techniques often work with malware detection
companies, streamlining the process of making the public more secure (Song
et al. 2020).

3 Structure of Learning System

The structure of adversarial learning can be separated into three sections. These
sections are knowledge, space, and strategies. All adversarial attacks can be
described by a combination of one category per section.

In adversarial learning, there are three categories of knowledge that describe
how much an adversary knows about a target network. The knowledge spaces are
white-box, black-box, and grey-box. A white-box attack implies that the attackers
know everything about the target system. A black-box attack is an attack where
the adversary has no knowledge of the target system. A grey-box attack is one in
which the attacker has some knowledge of the target system. It is a guideline to
defenders of networks to assume all attacks carried out by attackers are white-box
attacks, this ensures that all systems built by network defenders will be robust
in the case that their system is leaked (Carlini et al. 2019). This methodology



Adversarial Learning on Malware 3

is known as Kerckhoffs’ principal (Kerckhoffs 1883). Although the defenders
should assume their system to known to the world, in most cases the adversary’s
knowledge is categorized as grey-box.

The two spaces in which the attack takes place are the feature space and
the problem space. Feature space attacks refer to when an adversary will use
algorithms to make modifications to the features of a malicious file with the
intent of convincing a machine learning model to misclassify the malware as
benignware. Attacking in the problem space would refer to the space in which
the malware exists. A problem space attack is one in which the original malware
is not modified, but an entirely new file is created, this new file has been changed
completely with the intent of appearing benign to the target classifier (Pierazzi
et al. 2020). Some examples of adversarial modifications:

— Append benign content to the end the file (Song et al. 2020, Lowd & Meek
2005b, Anderson et al. 2018)

— Change the section name to the name of benign binaries (Song et al. 2020,
Anderson et al. 2018)

— Replace instruction sequence (Song et al. 2020)

— Append random bytes to unused space at the end of a section (Song et al.
2020, Anderson et al. 2018)

— Creating new and unused sections (Song et al. 2020, Anderson et al. 2018)

— Change signed certificate (Song et al. 2020)

— Change debug information (Song et al. 2020)

— Adding a function to the import address table that is not referenced (An-
derson et al. 2018, Hu & Tan n.d.)

— Creating new entry point which immediately jumps to the original entry
point (Anderson et al. 2018)

There are three strategies that an adversary can have when attacking a target
network. These three strategies are evasion, poisoning, and model extraction.
Evasion is the strategy of fooling the classifier once it has already been trained
and is deployed, where an adversary will try to have their malware misclassified
as benignware by the defending model (Khasawneh et al. 2017). The second
strategy is poisoning. Poisoning is done during the learning stage of the defending
model and is when an adversary will “poison” the training data of the learning-
based malware detection models to misclassify malware (Chen et al. 2018).

The final strategy that an adversary can use is model extraction. Model
extraction is when an adversary creates a new model that is capable of replicating
the functionality of a target system. With this new model an adversary can
modify their own malware to ensure that it will be misclassified by the target
model (Takemura et al. 2020).

This wide range of different structures allows adversarial attacks to be done
against many different types of networks. Files that adversarial learning work
with include Android malware (Demontis et al. 2019, Yang et al. 2017), Windows
malware (Kolosnjaji et al. 2018, Rosenberg et al. 2018), malicious PDF's (Biggio
et al. 2013, Dang et al. 2017, Laskov & Srndic 2011, Maiorca et al. 2012, 2013,
Xu et al. 2016), and malicious JavaScript (Fass et al. 2019).
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4 Cross References

Below is a list of other chapters within the Encyclopedia of Machine Learning
and Data Science’ that discuss topics related to adversarial learning on malware.

Title Section

Conditional Generative Adversarial Networks Deep Generative Models

Generative Adversarial Networks Deep Generative Models

Policy Gradient Methods Reinforcement Learning

Deep Learning Artificial Neural Network

Markov Decision Processes Behavioral Cloning and Imitation Learning
Markov Chain Monte Carlo Data Mining
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